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ABSTRACT

This study proposes a set of process-oriented diagnostics with the aim of understanding how model physics

and numerics control the representation of tropical cyclones (TCs), especially their intensity distribution, in

GCMs. Three simulations are made using two 50-km GCMs developed at NOAA’s Geophysical Fluid Dy-

namics Laboratory. The two models are forced with the observed sea surface temperature [Atmospheric

Model version 2.5 (AM2.5) andHigh Resolution AtmosphericModel (HiRAM)], and in the third simulation,

the AM2.5 model is coupled to an ocean GCM [Forecast-Oriented Low Ocean Resolution (FLOR)]. The

frequency distributions of maximum near-surface wind near TC centers show that HiRAM tends to develop

stronger TCs than the other models do. Large-scale environmental parameters, such as potential intensity, do

not explain the differences between HiRAM and the other models. It is found that HiRAM produces a

greater amount of precipitation near the TC center, suggesting that associated greater diabatic heating

enables TCs to become stronger in HiRAM. HiRAM also shows a greater contrast in relative humidity and

surface latent heat flux between the inner and outer regions of TCs. Various fields are composited on

precipitation percentiles to reveal the essential character of the interaction among convection, moisture,

and surface heat flux. Results show that the moisture sensitivity of convection is higher in HiRAM than in

the other model simulations. HiRAM also exhibits a stronger feedback from surface latent heat flux to

convection via near-surface wind speed in heavy rain-rate regimes. The results emphasize that the

moisture–convection coupling and the surface heat flux feedback are critical processes that affect the in-

tensity of TCs in GCMs.

1. Introduction

Since the 1970s, it has been well known that global

climate models (GCMs) are able to simulate vortices

with characteristics similar to tropical cyclones (TCs;

Manabe et al. 1970; Camargo andWing 2016). AsGCMs

are also able to reproduce the relationship between TCs

and El Niño–Southern Oscillation (ENSO), they have

been used to develop dynamical TC seasonal forecasts

(Vitart and Stockdale 2001; Camargo and Barnston

2009). More recently, with the aid of rapid increases

in computing power, high-resolution GCMs with grid

spacing of 20–50 km have been widely used in research

and forecasting (e.g., Roberts et al. 2015; Wehner et al.

2017). Such higher-resolution global models reproduce

the response of TCs to ENSO significantly better than

older, lower-resolution GCMs (e.g., Zhang et al. 2016),

leading to seasonal forecasts of regional (as opposed to

only basinwide) TC activity; these forecasts include

category 4 and 5 storms (not captured in older global

models), as well as subseasonal TC forecasts (Vecchi

et al. 2014; Murakami et al. 2015, 2016; Vitart et al.

2010). GCMs have also been used to make projections

of future changes in TC activity using low resolution

(Bengtsson et al. 1996; Camargo 2013) and high resolution

(e.g., Manganello et al. 2014; Bacmeister et al. 2018), asCorresponding author: Daehyun Kim, daehyun@uw.edu
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discussed in recent reviews (Knutson et al. 2010; Walsh

et al. 2016).

The reliability of predictions and projections of future

TC activity based onGCM simulations is affected by the

degree to which the GCMs realistically capture the es-

sential features of TC activity. Some GCMs are able to

reproduce the observed temporal and geographical

distribution of TC genesis and tracks, especially when

forced with the observed sea surface temperature (SST;

e.g., Zhao et al. 2009). Nonetheless, models exhibit a

wide spectrum in their ability to reproduce the observed

TC climatology, whether their horizontal resolutions

are low (Camargo et al. 2005; Camargo 2013) or high

(e.g., Shaevitz et al. 2014). This is true for multiple TC

characteristics, but especially for TC intensity. Low-

resolution global models have tended to simulate only

the lower portion of the observed intensity distribution,

lacking strong (i.e., category 4 or 5) TCs. This situa-

tion tends to improve as model resolution increases

(Manganello et al. 2012), but not uniformly so (Roberts

et al. 2015). A large spread in TC intensity distributions

can occur in ensembles of models with similar or iden-

tical horizontal resolutions (Shaevitz et al. 2014), sug-

gesting that factors other than horizontal resolution also

affect simulated TC intensity. For example, Murakami

et al. (2012a) showed that replacing the cumulus con-

vection scheme in a GCM largely changed the simula-

tion of global TC distribution, mean TC intensity, and

temporal variation of TC frequency, even though the

horizontal resolution remained the same. Also, studies

have documented the sensitivity of simulated TC in-

tensity to aspects of the dynamical core (e.g., Zhao et al.

2012; Reed et al. 2015) and to the ocean–atmosphere

coupling grids (Zarzycki et al. 2016).

Modeling studies of TC activity often use relation-

ships between the large-scale environment and TC

characteristics to explain features of the simulations,

basing their arguments on relationships between envi-

ronmental parameters and TC activity in observations.

For example,Wing et al. (2007) andKossin and Camargo

(2009) found that variations in the distribution of ob-

served TC intensity were associated with variations in the

theoretical maximum potential intensity (PI; Emanuel

1988) in the storms’ environments. Building on these

observational findings, the PI has been used to explain

differences in TC intensity distributions in different

model simulations (e.g., Camargo 2013; Camargo et al.

2016). Tropical cyclone genesis indices, which encapsu-

late empirically determined local relationships between

the probability of tropical cyclone genesis and large-

scale environmental variables (e.g., Gray 1979; Emanuel

and Nolan 2004; Emanuel 2010; Tippett et al. 2011;

Menkes et al. 2012), have also been used to explain

differences between model simulations of TC frequency

(e.g., Camargo et al. 2007) and even (with some care, in a

perfect model context) the response of TC frequency to

the radiatively forced climate change (Camargo et al.

2014).

Explanations of simulated TC characteristics in terms

of large-scale environmental variables alone tend to be

most successful when addressing differences between

different simulations with the same model. The differ-

ences in PI, genesis indices, vertical shear, and other

environmental factors tend to be much too small to ex-

plain the large spread in TC characteristics found in

multimodel ensembles, suggesting that differences be-

tween models are primarily due to differences in how

each model’s simulated TCs respond to their environ-

ments rather than differences in the environments

themselves (e.g., Camargo et al. 2007). In other words,

the relationship between TC characteristics and their

large-scale environment is model dependent. To un-

derstand differences in TC characteristics between dif-

ferent models, it seems wisest to focus on differences in

the interaction between their modeled TCs and large-

scale environment. If two models, for example, employ

two different convection schemes that exhibit vastly

different sensitivities to environmental moisture, the

twomodels could show a considerable difference in their

TC characteristics even under similar large-scale envi-

ronmental conditions.

Several investigators have examined interactions be-

tween the large-scale environment and model physics in

studies of TCs in global models (Vitart et al. 2001; Reed

and Jablonowski 2011; Murakami et al. 2012b; Stan

2012; Zhao et al. 2012; Kim et al. 2012; Lim et al. 2015;

Duvel et al. 2017). Vitart et al. (2001) found that the

characteristics of TCs in a GCM were particularly sen-

sitive to a parameter in the deep convection scheme that

controls the degree to which the deep convection is in-

hibited and suggested that the background model con-

vective available potential energy (CAPE) is particularly

relevant to explain these differences, even if that is not

the case in observations. Zhao et al. (2012) similarly

controlled the degree to which parameterized deep

convection is suppressed by varying the lateral mixing

rate. They found that a suppression of deep convection

destabilizes the tropical atmosphere and thereby pro-

motes stronger grid-scale mean vertical motion over

the TC genesis area. It was suggested that stronger grid-

scale mean vertical motion provides a favorable con-

dition for TC development and intensification. Stan

(2012) compared a conventional convective parame-

terization to a ‘‘super parameterization’’ in a climate

model and showed that the explicit cloud process rep-

resentation in the latter leads to more frequent, intense,
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and long-lived TCs due to an increased moistening in the

lower troposphere. Lim et al. (2015) showed that changes

in the Emanuel and Nolan genesis potential index (GPI),

which is a function of PI as well as other variables, are

consistent with changes in TC intensity among the sim-

ulations of a single model when varying the minimum

entrainment threshold in the convection scheme. While

these modeling studies reveal statistical relationships

between parameters in the convection scheme and TC

activity, understanding of the mechanisms behind this

relationship has remained incomplete, reflecting a lack of

understanding of how deep convection and TCs are

connected in climate models.

The current study proposes a set of process-oriented

diagnostics that aim to explain the intermodel spread in

TC intensity distribution. With the process-oriented

diagnostics, we aim to provide deeper insights into

parameterization features that are responsible for

representation of TCs in GCMs. The close connection

to parameterizations is a unique characteristic of the

process-oriented diagnostics and reflects the explicit

intent to assist model development. The ability of our

proposed diagnostics to distinguish models with rela-

tively intense TCs from models with relatively weak

TCs will be tested by applying them to simulations

made using two high-resolution GCMs in three differ-

ent simulations. It will be shown that one GCM forced

by the observed SSTs simulates stronger TCs than

the other model (coupled or uncoupled) and that our

process-oriented diagnostics shed light on the mecha-

nisms behind the difference.

The paper is organized as follows. Section 2 presents

brief descriptions of the high-resolution models used in

this study and the composite method. The process-

oriented TC diagnostics will be introduced in section 3,

with their applications to the GFDL models. Section 4

gives a summary of the results and conclusions.

2. Models and methods

a. GFDL high-resolution GCMs

Two atmosphere-only GCMs—Atmospheric Model

version 2.5 (AM2.5; Delworth et al. 2012) and the High

Resolution Atmospheric Model (HiRAM; Zhao et al.

2009)—and one ocean–atmosphere coupled GCM—

Forecast-Oriented Low Ocean Resolution (FLOR;

Vecchi et al. 2014) version of Coupled Model 2.5

(CM2.5; Delworth et al. 2012)—developed at the Geo-

physical Fluid Dynamics Laboratory (GFDL) are used

in this study. AM2.5 is the atmospheric component of

CM2.5 and FLOR. FLOR is a descendent of CM2.5

developed for regional climate prediction by employing

an improved land model and a coarser resolution for the

ocean and the sea ice models. HiRAM branched out

from AM2.1, an ancestor of AM2.5, with the re-

placement of the convection and cloud scheme (Zhao

et al. 2009). AM2.5 and FLOR use a relaxed Arakawa–

Schubert scheme (Moorthi and Suarez 1992). The con-

vection scheme in HiRAM was originally developed to

simulate shallow convection with a constraint on the top

of convective clouds (Bretherton et al. 2004). The re-

striction is removed when the scheme is implemented in

HiRAM, and the scheme is allowed to simulate both

deep and shallow convection (Zhao et al. 2012). Both

AM2.5 and HiRAM use the finite-volume dynamical

core (Lin 2004) on a cubed-sphere grid topology

(Putman and Lin 2007). They use the same divergence

damping coefficient [d0 in Zhao et al. (2012) is set to

0.16]. Both models also use the same time steps and

physics–dynamics coupling interval: the gravity wave

and advective (i.e., dynamics) and physics time steps are

200, 600, and 1200 s, respectively, while the radiation is

called in every 3h. In FLOR, the ocean–atmosphere

coupling interval is 1 h. Further details of AM2.5,

FLOR, and HiRAM can be found in Delworth et al.

(2012), Vecchi et al. (2014), and Zhao et al. (2009),

respectively.

All three GCMs are run at a 50-km horizontal reso-

lution with the same 32 vertical levels in the atmosphere.

The ocean GCM employed in FLOR is run at 18 3 18
horizontal resolution, telescoping to 1/38 meridional

spacing near the equator with 50 vertical levels. The

observed SST is prescribed as the boundary condition

for AM2.5 and HiRAM, while the FLOR SSTs are

calculated interactively by its oceanic component model

and restored toward the observed SSTs with a 5-day

nudging time scale to keep themodel mean state close to

observed. In this sense, in FLOR, the atmosphere and

ocean are semicoupled. From a long-term (over 20

years) simulation made using each model, a period of 2

years (1984–85) is chosen for the current study. Note

that the TC statistics in the select period are typical of

each model. GCM outputs are saved with a 6-h time

interval at the models’ native grids and later inter-

polated to pressure levels for our analysis.

b. TC detection algorithm

TC-like vortices are detected and tracked from the

model fields using the tracking algorithm described in

detail in Murakami et al. (2015). The tracking scheme

mainly uses local sea level pressureminimum and warm-

core conditions to detect TCs and impose a 3-day du-

ration threshold on total lifetime, a 2-day threshold on

warm-core condition, and a 36-h threshold on the warm

core plus maximum 10-m near-surface winds greater
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than 15.75ms21. The tracking algorithm produces, for

each TC, a time series of the TC’s center longitude and

latitude, minimum sea level pressure (SLPmin), and

maximum surface wind speed (WSmax).

For the 2-yr period chosen, the tracking schemes

identified 152, 191, and 247 TCs in the AM2.5, FLOR,

and HiRAM simulations, respectively. Note that TCs

with SLPmin lower than 990hPa at the time of the first

detection, which in most cases occur in the midlatitudes,

are excluded from our analysis. TCs whose latitudes are

poleward of 258Nand 258S at the time of the first detection

are also excluded from the analysis. FLOR produces a

relatively larger number of TCs than the other twomodels

in the 2-yr period chosen for this study, reflecting the

higher number of storms in that model’s climatology.

c. TC composites

The purpose of the TC composite analysis is to

compare the structures of the simulated TCs among

the three GFDL high-resolution models. It is impor-

tant that the model-to-model comparison is made us-

ing TCs at same intensity because the TC’s structure

depends on the TC’s intensity. This requires that we

predetermine the intensity values at which the model-

to-model comparison is made. In this study, such in-

tensity values are set usingWSmax, and we use the term

‘‘stage’’ to indicate the intensity of TCs (Table 1). For

example, stage 7 corresponds to WSmax between 24

and 27m s21.

We first azimuthally average select fields around the

TC centers; hereafter, a ‘‘snapshot’’ indicates an azi-

muthally averaged field. Individual snapshots are then

classified into their corresponding stages. The averages

of each stage yield the TC composite fields. Snapshots of

TCs poleward of 258N and 258S are excluded so as to

focus on the structures of TCs in the deep tropics. We

also excluded snapshots during the decaying phase of

TCs’ life cycles (i.e., after the lifetime minimum SLPmin)

because our focus is on TC intensification.

Tangential, radial, and pressure velocity are used to

examine the TC kinematic structures, while warm-core

temperature and relative humidity are used to investigate

TC thermodynamic structures. The warm-core tempera-

ture is defined here as the temperature deviation from the

environmental value, defined by averaging the tempera-

ture over a 2000-km square centered at the TC but

excluding the inner 1000-km square area. The moisture–

convection coupling within the TCs is analyzed using

precipitation, precipitable water, and free-tropospheric

(850–100hPa) column relative humidity (CRH). Surface

turbulent fluxes and surface and TOA radiative fluxes are

employed to examine the surface enthalpy flux feedback

and the cloud–radiation feedback processes.

d. Composite on precipitation percentiles

To provide further insights among models in their TC

simulations, we composite various fields onto pre-

cipitation percentiles. This composite method has been

used to reveal essential characteristics of the interaction

among convection, moisture, and circulation, with a

particular focus on the simulation of theMadden–Julian

oscillation (Kim et al. 2014). Precipitation percentiles

represent the models’ own regimes of strong, moderate,

and weak convection, and compositing various fields

on precipitation percentiles allows us to assess natural

characteristics of eachmodel’s precipitation distribution

and its relationship to other variables of interest. We use

grid points located over the oceans between 58 and 258N
and between 58 and 258S around the peak of tropical cy-

clone seasons (i.e., July–September for the Northern

Hemisphere and January–March for the Southern Hemi-

sphere) in 1984 and 1985. Grid points that are within

1000km from the TC’s center are excluded to remove the

effects of TCs. Six-hourly rain rates are used to define the

precipitation percentile bins, and various fields are aver-

aged for each bin. The averaged fields are shown as a

function of precipitation percentiles (e.g., Fig. 12). To fa-

cilitate the comparison with TC composite results, the

percentiles are shown descending from left to right.

3. Results

a. TC intensity

Figure 1 shows the time series of SLPmin andWSmax of

all TCs used in the TC composite analysis. These two

TABLE 1. Statistics of snapshots used in the composite analysis

Stage Wind speed (m s21)

Probability of occurrence (%)

AM2.5 FLOR HiRAM

1 6–9 0.12 0.12 0.08

2 9–12 4.32 3.79 5.20

3 12–15 12.53 12.59 16.65

4 15–18 19.44 17.69 18.81

5 18–21 20.43 21.66 17.33

6 21–24 18.38 19.74 12.56

7 24–27 12.41 12.59 9.66

8 27–30 6.67 6.65 6.22

9 30–33 3.68 3.20 4.56

10 33–35 1.36 1.33 2.90

11 35–38 0.30 0.52 2.45

12 38–41 0.24 0.07 1.78

13 41–44 0.03 0.02 1.17

14 44–47 0.09 0.00 0.53

15 47–50 0.00 0.00 0.10

No. of snapshots 3313 4058 4938

No. of TCs 152 191 247
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variables are commonly used to estimate TC intensity,

and the SLPmin–WSmax relationship has been exten-

sively explored in the literature (e.g., Dvorak 1975;

Atkinson and Holliday 1977; Holland 1980, 2008; Knaff

and Zehr 2007; Kossin 2015). AM2.5 and FLOR exhibit

similar features, while HiRAM produces, in general,

notably stronger TCs in terms of both SLPmin and

WSmax. The exception is one event in AM2.5 that de-

velops with SLPmin lower than 930 hPa and WSmax

greater than 45ms21. Figure 2 shows scatterplots of

SLPmin and WSmax for TCs detected in the simulations.

The relationship between SLPmin and WSmax could be

affected by model configurations, such as those that af-

fect surface friction or vertical momentum mixing. Blue

and red lines show the least squared power function fits

of the best-track data from Atkinson and Holliday

(1977) and Knaff and Zehr (2007), respectively. The

least squared power function fits to themodel simulation

results follow those derived from observations for rela-

tively weak TCs and start to deviate from the observa-

tion best-fit line as the intensity of TCs increases. WSmax

is comparable across all models for SLPmin between 970

and 990hPa, and WSmax increases more slowly with

SLPmin decrease in AM2.5 and FLOR than in HiRAM.

Note that other 50-km mesh GCMs have shown a

SLPmin–WSmax relationship that is similar to HiRAM’s

(e.g., Manganello et al. 2012; Roberts et al. 2015).

It is apparent from Figs. 1 and 2 that HiRAM simu-

lates stronger TCs thanAM2.5 and FLOR.OnlyHiRAM

produces a sizable number of TC snapshots with

SLPmin , 960 hPa or with WSmax . 30ms21. The fre-

quency distribution of the number of snapshots in each

stage (Table 1) also shows that over 10% of snapshots

are associated with WSmax . 30m s21 in HiRAM. This

percentage drops to 5.7% and 5.1% in AM2.5 and

FLOR, respectively, suggesting that the HiRAM

model tends to develop more intense TCs than the

other models. The above results set our central ques-

tion:Why does HiRAM simulate stronger TCs than the

other models? Although the individual GFDL models

that we use have been actively used to study TCs (e.g.,

Zhao et al. 2012; Vecchi et al. 2014), little attention

has been paid to intermodel comparisons among those

GFDL GCMs.

b. Large-scale environmental fields

First, we examine a few of the large-scale environ-

mental parameters to determine if they can explain the

differences of TC intensity between HiRAM and the

other models. Earlier studies have shown that TC in-

tensity is affected by large-scale parameters such as

vertical wind shear, PI, and lower- andmiddle-tropospheric

humidity (e.g., Emanuel 1988; DeMaria and Kaplan 1994;

Kaplan andDeMaria 2003;DeMaria et al. 2005).Although

the same observed SSTs are prescribed as the boundary

condition in bothAM2.5 andHiRAM, they could simulate

different background environmental states. In FLOR, this

possibility is even greater, as it predicts SST, although the

FIG. 1. Time evolution of (top) minimum SLP (SLPmin) and (bottom) maximum surface wind speed (WSmax) of TCs

detected in (a) AM2.5, (b) FLOR, and (c) HiRAM simulations.
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SST difference is small, as the SST is nudged toward ob-

servations (not shown).

Noneof the large-scaleparameters tested—environmental

vertical wind shear (between 850 and 200 hPa), 600-hPa

relative humidity, and PI—can explain the occurrence

of stronger TCs in HiRAM. Figure 3 shows the PI1 as

an example of the differences in environment among

the models. The PI was calculated here using the

formulation of Bister and Emanuel (2002). The PI is

commonly used to explain simulated changes in TC

intensity in future climates (e.g., Vecchi and Soden

2007; Held and Zhao 2011; Camargo 2013; Wehner

et al. 2015; Ting et al. 2015; Sobel et al. 2016). In each

hemisphere, an average over peak TC season (August–

October for Northern Hemisphere and January–March

for SouthernHemisphere) is shown. Figure 3 shows that PI

inHiRAM is not substantially higher than that in the other

models (if anything, it is lower). Over the Northern

Hemisphere’s western Pacific warm pool region, for ex-

ample, AM2.5 and FLOR show higher PI values than

HiRAM. We conclude that the PI alone is unable to ex-

plain why HiRAM simulates stronger TCs than the other

models. Similar results are obtained with vertical wind

shear and 600-hPa relative humidity (not shown). There-

fore, our results suggest that in this ensemble of three

models, differences in large-scale environmental pa-

rameters do not offer an adequate explanation for the

intermodel differences in simulated TC activity, con-

sistent with earlier single-model (e.g., Reed et al. 2015)

FIG. 2. Scatterplots of minimum SLP vs maximum surface wind speed for TCs detected in (a) AM2.5, (b) FLOR, and (c) HiRAM

simulations. Blue and red lines show the least squared power function fits of the best-track data from Atkinson and Holliday (1977) and

Knaff and Zehr (2007), respectively. Black dashed lines show the least squared power function fits applied to the simulations. The

regression equations for the fits are shown in the bottom of the panels.

1 To aid future comparisons with our results, we provide here the

parameters and the assumptions used in the calculation of the PI:

exchange coefficient rates (Ck/Cd) 5 0.9; surface reduction 5 0.8;

exponent reduction for azimuthal velocity in the eye5 2; reversible

ascent is assumed; and dissipative heating is allowed.
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and multimodel comparison papers (e.g., Camargo

et al. 2007; Camargo 2013).

c. Tropical cyclone structures

In this subsection, we compare TC structures in the

three simulations with the goal of finding features that

distinguish the HiRAM, with its more intense TCs, from

the other two models. We first focus on the dynamical

structures of the simulated TCs and then analyze fea-

tures that have close connections to moist physics. The

focus of our discussion will be on the differences be-

tween AM2.5 and HiRAM for two reasons: (i) the TC

intensity distribution is similar in AM2.5 and FLOR,

and (ii) the comparison between AM2.5 and HiRAM

will isolate the role of moist physics, the only differ-

ence between the two models. However, we should

emphasize that the similarity of the TC intensity dis-

tributions in AM2.5 and FLOR is an important result,

showing that using fixed SST or coupling the atmo-

spheric model to the ocean does not lead to funda-

mental differences in TC intensity distribution in this

model. This is also consistent with the findings of

Murakami et al. (2015); a relatively short, 5-day time

scale for SST nudging in the FLOR simulation might

have minimized the effect of air–sea interaction on TC

intensity.

Figures 4–6 compare azimuthally averaged kinematic

and thermodynamic structures of TCs at selected stages

(4, 7, and 10, which correspond to 15–18, 24–27, and

33–36m s21 WSmax intervals, respectively). Overall, the

50-km-resolution GCMs show structures that are qual-

itatively similar to the structure of observed TCs. The

composite structures show a cyclonic circulation around

the TC center, with a low-level radial inflow toward the

center and a layer of radial outflow near 200-hPa level

below the tropopause (Fig. 4). Near the center, all

models exhibit a pronounced positive warm-core tem-

perature anomaly (Fig. 5) and strong upward motion

with nearly saturated low-tropospheric conditions

(Fig. 6). At stage 10, withWSmax between 33 and 36ms21,

the warm-core temperature anomalies reach about 8K in

AM2.5 and 10K in HiRAM at around 300hPa (Fig. 5).

Notable discrepancies exist between modeled and

observed TC structures. For example, the models show

the maximum tangential wind near 900hPa at around

100–150 km from the center (Fig. 4), while in observa-

tions, the radius of maximum wind (RMW) is typically

50 km or less from the TC center (e.g., Kimball and

Mulekar 2004). Unlike observed TCs that exhibit the

strongest upward motions within the eyewall and sub-

sidence in the eye, the modeled TCs show upward mo-

tions at the center without an eyelike feature. The

precipitation and precipitable water composite fields

also demonstrate the absence of an eye (Fig. 7). Exam-

ination of all detected TCs reveal that most TCs lack an

eyelike feature, except those that reach an extremely

high intensity (Fig. 8). The larger-than-observed size of

TCs and the lack of an eyelike feature in the low-

resolution GCMs have been extensively discussed in

the literature (e.g., Bengtsson et al. 1995; Vitart et al.

FIG. 3. The PI (m s21) in (a) AM2.5, (b) FLOR, (c)HiRAM, and (d) ERA-Interim.Average over peak TC season is

shown in each hemisphere (August–October for NH and January–March for SH).

1 MARCH 2018 K IM ET AL . 1691

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 02/01/21 04:33 PM UTC



1997; Camargo et al. 2005), as well as how these issues

improve with model resolution (e.g., Bengtsson et al.

2007; Manganello et al. 2012; Roberts et al. 2015).

In spite of the fact that the gross features of TC

structures are qualitatively similar among the models,

there are noteworthy differences that might provide

insights into the intensity differences identified in sec-

tion 3a. The vertical structure of vertical motion near the

TC center exhibits a marked difference between the

models (Fig. 6). HiRAM shows a top-heavy structure

with a maximum vertical velocity at about 300hPa,

while the other two models exhibit a maximum vertical

velocity at about 800 hPa. The magnitude of maximum

vertical velocity is also greater in HiRAM than in the

other two models. This difference seems to affect the

vertical structure of radial wind and the warm-core

temperature anomalies, especially near the center. The

radial wind composites show that TCs in HiRAM ex-

hibit radial inflows that span from the surface to the

upper troposphere with a thin layer of radial outflow

above 300hPa, while AM2.5 and FLOR show an inflow

below 850hPa and a vertically thick radial outflow layer

above (Fig. 4). HiRAM also shows a more top-heavy

structure of the warm-core temperature anomalies (Fig. 5)

than the other two models.

Another noteworthy difference between HiRAM and

the other models is that TCs are associated with stronger

secondary circulations in HiRAM in composites that

correspond to the same WSmax range (i.e., the same

stage). For example, while the AM2.5 upper-level radial

outflow barely reaches 6ms21 in stage 7, the magnitude

of the HiRAM radial outflow exceeds 9ms21 (Fig. 4).

The maximum warm-core temperature anomaly in

HiRAM is also 2–3K greater than that in AM2.5 (Fig. 5).

At a given stage, the vertical velocity is also stronger

in HiRAM throughout the troposphere, particularly in

the upper troposphere (Fig. 6). We will show below that

HiRAM produces more precipitation near the TC’s

center at a given stage.With stronger vertical velocity and

upper-level radial outflow near the center, the relative

humidity at the upper troposphere is much higher and

widespread around the center in HiRAM. The radial

FIG. 4. Structure of TCs in (a) AM2.5, (b) FLOR, and (c) HiRAM simulations. Tangential (m s21, color shaded) and radial velocity

(m s21, contours) are composited azimuthally around TC centers for stages (top) 4, (middle) 7, and (bottom) 10. Contour interval is

3 m s21. Solid and dashed contours indicate positive and negative values, respectively.
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gradient of relative humidity in themidtroposphere (400–

600hPa) is also much larger in HiRAM than in the other

models, especially closer to the center (between r 5 200

and 600km) and for weaker storms.

Figure 7 shows distributions of precipitation rate,

precipitable water, and CRH around the TCs. There is a

striking difference in the precipitation field within

200km from the TC center between HiRAM and the

other models (Fig. 7a). For a given stage, the HiRAM

model produces more precipitation—thus, more column-

integrated diabatic heating—near the center. For exam-

ple, in stage 7, the mean precipitation produced by

HiRAM near the center is about 13mmh21, which is

approximately 44% greater than that of the other models

(;9mmh21). A greater amount of diabatic heating near

the center would provide favorable conditions for further

TC development and intensification. This is because the

efficiency in converting the injected heat energy to the

kinetic energy of the TC’s swirling circulation is greater

closer to the center, where inertial stability is higher (e.g.,

Schubert and Hack 1982; Shapiro and Willoughby 1982;

Hack and Schubert 1986; Nolan et al. 2007). Therefore,

our results suggest that the greater amount of diabatic

heating near the center would allow TCs to have higher

chances of further intensification in HiRAM than in

AM2.5 and FLOR. Consequently, the next question is

this: Why does the HiRAM model produce more rain

near the center than the other models?

The precipitable water near the TC’s center exhibits

similar values across all models regardless of the stage

considered (Fig. 7b), ruling out the possibility that

HiRAM produces more rainfall because it has more

water vapor in the column close to the TC centers. On

the other hand, there are notable differences in CRH

(Fig. 7c). When TCs become more intense (stage. 7), a

local minimum in CRH appears at the TC centers in

AM2.5 and FLOR, while for HiRAM, the local mini-

mum is absent (stage 7) or is much less pronounced

(stage 10). In the relative humidity composite for stage

10, these two models show values lower than 90%

throughout most of the free troposphere (above

800 hPa) near the center (Fig. 6), indicating that AM2.5

FIG. 5. As in Fig. 4, but for tangential velocity (m s21, color shaded) and warm-core temperature (K, contours). The warm-core tem-

perature is a temperature anomaly from average over a 500–1000-km range around the TC center. The contour interval is 1 K, and the zero

line is omitted. Solid and dashed contours indicate positive and negative values, respectively.
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and FLOR tend to develop a relatively dry region at the

core of intense TCs. In HiRAM, in contrast, air with

relative humidity lower than 90% appears over a much

shallower layer between 500 and 200 hPa (Fig. 6), and

only a slightly lower local minimum is found in CRH

(Fig. 7). As a result, the contrast in CRH between inner-

core (e.g., 100 km from the center) and outer-core parts

(e.g., 600km from the center) of TCs is larger inHiRAM

than in the other models.

To gain further insight into the precipitation distri-

bution near the TC’s center, the relationships of pre-

cipitation rate with precipitable water and CRH are

presented in Fig. 9. Composites of the fields at all stages

are used. All models show a tight coupling between

precipitable water and precipitation rate; precipitation

rate increases exponentially with precipitable water

when precipitable water is greater than approximately

55mm (Fig. 9a). Figure 9a also shows that the rate at

which precipitation increases with precipitable water is

larger in HiRAM than in the other models. Further-

more, while the precipitation rate seems to reach its

maximum (;15mmh21) at a precipitable water value of

about 72mm and shows no further increase in AM2.5

and FLOR, HiRAM continues to increase until the

precipitation rate is approximately 20mmh21 at a pre-

cipitable water value of about 75mm. As a result, for

precipitable water greater than 70mm, HiRAM pro-

duces more precipitation than the other two models.

HiRAM also shows a much tighter CRH–

precipitation relationship (Fig. 9b). For CRH about

0.87, precipitation in AM2.5 and FLOR spans from

about 2 to about 15mmh21, while the range is much

narrower in HiRAM (4–6mmh21). Furthermore, for

precipitation rates greater than 9mmh21, the relation-

ship between the two variables in HiRAM is markedly

different from the other two models; precipitation in-

creases monotonically with CRH up to CRH value 0.95

in HiRAM, while the monotonic increase stops at

a CRH value of about 0.9 in AM2.5 and FLOR. This

seems to be related to the fact that CRH shows a pro-

nounced local minimum at TC centers in AM2.5 and

FLOR (Fig. 7), which prevents AM2.5 and FLOR from

having CRH greater than 0.9. HiRAM also exhibits a

weak signal of precipitation saturation in the regime of

FIG. 6. As in Fig. 4, but for relative humidity (%, color shaded), and pressure velocity (Pa s21, contours). Contour interval is 0.3 Pa s21, and

the zero line is omitted. Solid and dashed contours indicate positive and negative values, respectively.
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very high precipitation (.20mmh21), where CRH is

around 0.95.

Figure 10 compares the net vertical moist enthalpy flux

convergence near TC centers for all models. The surface

turbulent and radiativefluxes and top-of-atmosphere (TOA)

radiative fluxes are used to obtain the net moist enthalpy

flux convergence, that is, the difference between net

flux at the surface and TOA. Our results show that the

net flux convergence is greater in HiRAM than in the

other models near the TC center, especially for stron-

ger storms (Fig. 10). The difference between HiRAM

and the other models is larger than 100Wm22 within

100 km from the center at stage 10, indicating that

significantly more energy goes into the column near the

center in HiRAM than in the other models. HiRAM

also shows a larger difference in net moist enthalpy flux

convergence between the inner core and surrounding

regions of TCs throughout the stages.

The surface latent heat flux is the major contributor to

the difference across the models in their net vertical

moist enthalpy flux convergence (Fig. 10b). The bulk

aerodynamic formula of the surface latent heat flux

suggests that the flux is proportional to the near-surface

wind speed and air–sea humidity difference. At stage 7,

HiRAM simulates a greater near-surface wind speed

and air–sea humidity difference in the inner part

(,200km from center) of the TCs (Figs. 10d,e), which

leads the model to have a higher surface latent heat flux

(Fig. 10b). Note that we use winds at the lowermost

model level to approximate near-surface winds in

Fig. 10.

Outgoing longwave radiation (OLR) plays the second

largest role in the intermodel difference in the net ver-

tical moist enthalpy flux convergence. The reduction in

the magnitude of OLR (i.e., less emission of longwave

radiation to space) by anomalous moisture and clouds

FIG. 7. Structure of TCs in AM2.5 (blue), FLOR (black), and HiRAM (red) simulations. (a) Precipitation (mmh21), (b) precipitable

water (mm), and (c) free-tropospheric column relative humidity (no unit) are composited azimuthally around TC centers for stages (left) 4,

(center) 7, and (right) 10. The free-tropospheric column relative humidity is the ratio of vertically integrated specific humidity to vertical

integral of saturation specific humidity over the free troposphere (850–100 hPa).
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near the center relative to outer radii is larger in

HiRAM than in the other models, which is consistent

with the greater rain rate (Fig. 7) and higher upper-level

relative humidity (Fig. 6). This longwave feedback was

found to be the most important process by Camargo and

Sobel (2004) in a study of TC-like vortices in a much

lower-resolution model; those much weaker vortices,

unlike those in HiRAM, could not generate winds

strong enough to produce a strong latent surface heat

flux feedback.

d. Precipitation percentile composites

Our results suggest that the distribution of TC in-

tensity is related to the TC structure—TCs’ structures

are more favorable for further intensification (more

precipitation near the TC center) in HiRAM than in the

other two models, and HiRAM simulates intense TCs

more frequently than the other two models do. In this

subsection, we aim to understand the intermodel dif-

ferences in TC structure using composites based on

precipitation percentiles. As mentioned in section 2c,

precipitation percentile composites can be used to ex-

amine how convection interacts with other fields, such

as moisture and surface heat flux. While the pre-

cipitation percentile composites reveal general char-

acteristics of the model, especially its moist physics, the

diagnostics are not specific to TCs, as we exclude the

area around TC centers from the compositing. There-

fore, comparisons between precipitation percentiles

and TC composites would reveal the degree to which

the TC structure is affected by the parameterization

characteristics.

FIG. 8. Precipitation (mmday21) around an intense TC simulated in (a) AM2.5 (SLPmin 5 928.5 hPa) and (b) HiRAM (SLPmin 5
928.5 hPa) simulations.

FIG. 9. Scatterplot between (a) precipitable water vs precipitation and (b) free-tropospheric

column relative humidity vs precipitation. The composited values for all stages are used. Blue,

black, and red circles indicate AM2.5, FLOR, and HiRAM, respectively.

1696 JOURNAL OF CL IMATE VOLUME 31

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 02/01/21 04:33 PM UTC



FIG. 10. As in Fig. 7, but for (a) net total enthalpy flux into the column from surface and TOA (Wm22), (b) surface latent heat flux

(Wm22), (c) outgoing longwave radiation (Wm22), (d) near-surface wind speed (m s21), (e) air–sea humidity difference (g kg21), and

(f) near-surface specific humidity (g kg21). Blue, black, and red curves indicate AM2.5, FLOR, and HiRAM, respectively.
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Precipitation values corresponding to the top 30 per-

centiles are shown in Fig. 11a. AM2.5 and FLOR rain

rates are higher than that of HiRAM, except for the top

few percentiles. Note that grid points near the model

TCs are excluded from this composite analysis. Pre-

cipitable water and CRH increase monotonically with

the precipitation percentile in all models (Figs. 11b,c),

indicating that heavier rain events occur in moister en-

vironments. What distinguishes HiRAM from the other

models is the greater contrast between the strong and

moderate rain-rate regimes. For example, the difference

in CRH between the 99th and 70th precipitation per-

centiles is about 2 times larger in HiRAM than in the

other models. This suggests that a transition from a

moderate to strong rain-rate regime would require a

greater moistening, that is, convection is more sensitive

to the environmental moisture in HiRAM than in the

other models.

Figure 12 shows relative humidity and pressure ve-

locity composited on precipitation percentiles. Again,

the contrast between heavy and weak rain-rate regimes

is weaker in AM2.5 and FLOR than in HiRAM. The

relative humidity is higher in general in HiRAM, espe-

cially for the top 10% rain-rate events and near the

tropopause. These differences mimic the difference be-

tween HiRAM and the other models shown in the TC

composites (Fig. 6). Figure 13 indicates that compared

to AM2.5 and FLOR, HiRAM shows greater differ-

ences in relative humidity and vertical motion between

strong (top 5%) and moderate (60th–80th percentiles)

rain-rate events. Again, this contrast between the

models is similar to the intermodel difference shown in

the TC composites (Fig. 6), suggesting that the pre-

cipitation percentile composites are useful diagnostics to

infer parameterization characteristics that affect the

models’ typical TC structure.

Composites of surface latent heat flux, near-surface

wind speed, and air–sea humidity difference are shown

in Figs. 11d–f. In HiRAM, heavier precipitation events

are associated with stronger surface latent heat flux,

while in the other models, the surface latent heat flux

tends to become weaker in the intense precipitation

regime (Fig. 11d). The increase in near-surface wind

speed is responsible for the increase in surface latent

heat flux at the highest percentiles in HiRAM (Fig. 11e).

This might suggest a strong feedback between pre-

cipitation and surface latent heat flux in HiRAM; the

convection enhances the surface latent heat flux via

stronger winds near the surface, and the increased sur-

face flux further strengthens the convection. Recall that

the latent heat flux, and its difference between the TC’s

center and its surroundings, was larger in the HiRAM

TC composites (Fig. 10).

4. Summary and conclusions

High-resolution GCMs have become indispensable

tools for seasonal and subseasonal TC predictions and

future projections of TC activity. Previous studies have

shown that TC intensity in GCMs is sensitive to details

FIG. 11. (a) Precipitation (mmh21), (b) precipitable water (mm), (c) free-tropospheric column relative humidity (no unit), (d) surface

latent heat flux (Wm22), (e) near-surface wind speed (m s21), and (f) air–sea humidity difference (g kg21) composited on precipitation

percentiles. Blue, black, and red curves indicate AM2.5, FLOR, and HiRAM, respectively.
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of the cumulus parameterization, suggesting that the

large intermodel spread in TC intensity amongmodels is

influenced by the differences in the models’ convection

schemes. The goal of the current study is to identify

processes that determine TC intensity in GCMs. For this

purpose, we developed a set of process-oriented TC

intensity diagnostics that are relevant to parameteriza-

tion schemes and TC dynamics.

Two 50-km-resolution GCMs in three different

configurations—AM2.5, FLOR, andHiRAM—are used

in this study.We analyzed two years of model simulations

forced with observed SST as the boundary condition

(AM2.5 and HiRAM) and coupled with an ocean model

whose SSTs are nudged toward observed SSTs (FLOR).

TC-like vortices were detected and tracked in themodels’

outputs using standard tracking algorithms. The 2-yr pe-

riod analyzed here is part of longer model simulations,

and the TC statistics are typical of each model.

Compared to AM2.5 and FLOR, HiRAM tends to

develop stronger TCs. The frequency distribution of

WSmax (Table 1) showed that the incidence of TCs with

WSmax greater than 30m s21 is much higher in HiRAM

(13.5%) than in AM2.5 (5.7%) and FLOR (5.2%).

Large-scale environmental fields such as PI are not able

to explain the difference in TC intensity distribution

between HiRAM and the other two models.

TC structures were examined by compositing various

fields around the TC centers. Because the purpose of the

FIG. 12. Relative humidity (%, color shaded) and pressure velocity (Pa s21, contours) composited on precipitation percentiles for

(a) AM2.5, (b) FLOR, and (c) HiRAM. Contour interval is 0.1 Pa s21. Solid and dashed contours indicate positive and negative values,

respectively.

FIG. 13. Differences in (a) relative humidity (%) and (b) pressure velocity (Pa s21) between

averages for upper 5% and for 60th–80th precipitation percentiles. Blue, black, and red curves

indicate AM2.5, FLOR, and HiRAM, respectively.
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TC composite analysis is to understand why one of the

models simulates more intense TCs than the other

models, the TC composite is performed for different

TC intensity bins. The 50-km-resolution GCMs show

reasonable performance in capturing the overall

structure of TCs, except for the larger-than-observed

size of the model TCs and the absence of an eye with

subsidence.

Our examination of the intermodel difference in TC

structures shows that for similar TC intensity, HiRAM

produces significantly more precipitation, surface latent

heat flux, and column-integrated diabatic heating near the

TC’s center than the othermodels do. The greater amount

of diabatic heating near the center is more favorable for

TC intensification. This is consistent with studies that

showed that the strength of diabatic heating and its lo-

cation relative to the storm center play a critical role in

determining the development of TCs (e.g., Schubert and

Hack 1982; Shapiro and Willoughby 1982; Hack and

Schubert 1986; Nolan et al. 2007). We show that overall,

TC intensity and TC structures represented inAM2.5 and

FLOR are similar. Further investigations on the role of

air–sea coupling in high-resolution GCMs are required.

Precipitation percentile composites of various fields

are used to assess the essential characteristics of the

interaction among convection, circulation, and surface

heat flux. The results show that HiRAM shows greater

moisture sensitivity and a greater surface heat flux

feedback through the low-level wind speed. The fact

that the intermodel differences in the non-TC pre-

cipitation percentile composites (Figs. 11, 12) resemble

those in the TC structures (Figs. 6, 7) demonstrates that

the precipitation percentile composites are useful di-

agnostics to capture the natural characteristics of con-

vection and its interaction with other fields.

Our results suggest that the moisture–convection

coupling is a critical process that influences TC in-

tensity and structure. We showed that the coupling be-

tween tropospheric moisture and convection is different

among the models and that the coupling is stronger in

HiRAM. This coupling is a result of feedbacks among

moisture, convection, and large-scale vertical motion.

The tighter moisture–precipitation relationship in

HiRAM also suggests that convection is more sensitive

to environmental humidity in HiRAM than in AM2.5

and FLOR. The greater moisture sensitivity of convec-

tion is likely originating from the difference in the con-

vection scheme between HiRAM (based on a shallow

convection scheme) and the other two models (relaxed

Arakawa–Schubert deep convection scheme).

The process-oriented diagnostics proposed in this

study may help the development of high-resolution

GCMs by providing insights into the direction to

which the parameterization should be changed for a

better representation of TCs. Our results warrant future

studies of identifying the relationship between specific

parameterization changes and the diagnostic results and

of constructing the diagnostics using observations and

reanalysis products.
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